
Repetition and Reputation in the Prisoners’ Dilemma

Suppose two people know they’re going to be playing the Prisoners’ Dilemma game repeatedly,

many times in succession. We say the two people are engaged in a continuing strategic relationship.

In this situation, it seems as if cooperation might be likely to occur. We might expect that at

each play of the game we would see each player choose the “cooperate” action, the action that’s

strongly dominated when the game is instead played just once. Indeed, when subjects play the

repeated PD game in laboratory experiments, this “cooperative” pattern of play is usually what

we observe. And we also see cooperation in real-life continuing strategic relationships.

Why would we expect to see cooperative play? When the PD game is being played repeatedly,

my cooperation can be construed as a signal that I will continue to cooperate in future plays. It

establishes a reputation that I will cooperate, and this may induce the other player to cooperate

as well, in order not to lose my cooperation. Moreover, the same argument applies to him: he

may cooperate on the current play for the same reason I’m considering cooperation — in order to

establish his own reputation, hoping it will induce me to cooperate in the future.

Furthermore, a defection by the other player can be punished by my choosing to defect at future

plays, which will unambiguously harm him, compared to my cooperating at future plays. Similarly,

he can punish me if I defect.

This pattern of behavior — establishing a reputation, and punishing defection — can only exist in

the repeated setting. It’s the continuing nature of the strategic relationship that makes reputation

and punishment possible.

Example: The Tit-for-Tat strategy is defined as follows: Cooperate at the first play; then,

on subsequent plays, mimic the action the other player chose on the immediately preceding play

— cooperate if he cooperated on the preceding play, defect if he defected. An important fact to

notice about this “strategy” is that it specifies exactly what action to take at every play of the

game, in every possible eventuality.

Let’s see how play will unfold if each player uses the Tit-for-Tat strategy to play the repeated

Prisoners’ Dilemma. At each play of the game, the players will choose actions a1 and a2 as follows:

1 2 3 4 5 6 7 8 . . .

a1 C C C C C C C C . . .

a2 C C C C C C C C . . .



This looks promising! It appears that the Tit-for-Tat strategy (and perhaps other strategies as

well) will allow the players to overcome the PD game’s bad equilibrium, in spite of the fact that it’s

a strong (i.e., dominant-strategy) equilibrium when the game is played just once. But is it really an

equilibrium of the repeated game for each player to play Tit-for-Tat? If a player expects the other

player to play Tit-for-Tat, will Tit-for-Tat be the best strategy for him to play in response? To

answer this question we have to define the game that consists of playing the PD game repeatedly,

i.e., we must define the Repeated PD Game (the RPD game, for short).

The Tit-for-Tat strategy, and the path of play we identified above when both players follow it,

is a good starting point for defining this new game. Recall that a game is defined by a set of

strategies for each player and a payoff function for each player. A strategy in the RPD game is

a prescription that tells a player what action to take in every circumstance he could possibly face.

For example, as pointed out above, the Tit-for-Tat strategy does exactly this. Thus, a strategy

is a function that maps all possible circumstances into the set {C, D} of actions in the PD game,

called the stage game.

Now suppose each player has selected a strategy si for playing the RPD game. The players could

tell us their respective strategies and we could use this pair of strategies to determine exactly how

play of the game would proceed. Just as we did above, where each player was using the Tit-for-Tat

strategy, we would obtain a sequence {(a1(t), a2(t))}T
t=1 telling us what actions in the PD game

(i.e., C or D) each player will choose at every stage of play in the RPD game. (We will consider

only finitely repeated PD games, games that are played T times in succession.) From this sequence

of actions, we can determine the sequence of outcomes, i.e., the sequence of payoffs the players will

receive in the sequence of PD games: {(x1(t), x2(t))}T
t=1, where xi(t) := πi(a1(t), a2(t)) for each i

and each t. Finally, a player’s payoff in the RPD game, say πi(s1, s2), is some aggregation of

the sequence of stage game payoffs he receives from the sequence of action pairs that result from

(s1, s2), the RPD strategies the players have chosen. For example, πi(s1, s2) might be the sum

of his stage-game payoffs,
∑T

1 xi(t), or it might be a discounted sum of his stage-game payoffs,∑T
1

(
1

1+δ

)t
xi(t).

The best way to gain an understanding of the Repeated Prisoners’ Dilemma is to analyze a specific

numerical example, an example in which there are only two stages of play.
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The Repeated Prisoners’ Dilemma: Summary

1. The repeated game consists of playing the PD game T times – say 2 times, or 100 times. We’ve

confined our attention to finitely repeated PD games, i.e., ones in which the game is to be repeated

a finite number of times, and the number of repetitions is known to each player.

2. The repeated game is itself a single game, which we call the RPD (Repeated Prisoners’

Dilemma). Each successive PD game is a stage of the RPD. When a new stage is to be played the

players have information about the prior plays: what each player played at all prior stages (and

therefore the resulting payoffs obtained at all prior stages).

3. A strategy in the RPD game is a complete contingent plan specifying what moves one will

make as a function of the information one has received. Even for a two-stage RPD the number

of strategies is surprisingly large. The resulting normal form (strategic form) game is the game in

which each player’s strategy set is the set of all these RPD strategies. A Nash equilibrium (NE)

is defined as always for a normal form game.

4. In the RPD game it is not a dominant strategy to always choose Defect.

5. There are multiple Nash equilibria of the RPD.

6. Each NE of the RPD results in the same path of play: each player defects at every stage. This

can be established directly, via the extremely large payoff table, or alternatively by a proof that

works backward from the final stage, called a backward induction argument.

7. By allowing that one or both players aren’t completely certain of the other player’s “rationality”

or payoff function, it has been shown that cooperation for many stages, followed by defection near

the final stage, is a NE. In other words, with some incomplete information on the players’ part,

cooperation instead of defection can be supported as a NE of the RPD.

8. Cooperation can also be supported as a NE if the PD game is repeated infinitely often, or (in

the finitely repeated PD) if the players are uncertain about which stage will be the final stage.




